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Session Description

• Overview of the Unified Forecast System (UFS)

• Overview of the UFS Research to Operations Project and 
OSTI/Modeling Division

• Overview of the Earth Innovation Prediction Center Program



• Fractured internal strategy and growing requirements

• Fractured external strategy across agencies/industries with different priorities

• Obtuse HPC procurement process (both hard iron builds and cloud) 

• Security clearance procedures for visiting scientists

• Cultural (internal and external)

• Funding allocation process disincentivizes collaboration 

• Risk aversion (incentive not to fail >> incentive to improve)

• Too many committees with overlapping and conflicting input

• Lack of documented, supported, and portable community code 

Inherent barriers to solutions with the status quo





• Cloud HPC for on-demand parallel “surge” development

• More innovations than NWS can implement 

       (because personnel/HPC)

• NOAA scientists have long queue to run jobs

• NOAA research : operations compute = 1:1 (1:2?) 

       ECMWF roughly 5:1

• VMs: X:1 (X=scalable on demand)

• Costing per core hour (spot pricing options)

• Antibodies to "cloud” are cultural (not technical)

• Lift and shift, cloud native tools, and vendor lock

Cloud HPC and community modeling
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And Good Luck!

National Integrated Drought Information System Reauth. Act of 2018
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Alexander MacDonald , Richard Fulton, 
Maureen Kenny, Steven Murawski, 
Peter Ortner, Alfred Powell, Avery Sen, 
and Louis Uccellini, 2006: Research 
Location in NOAA: Physical and Social 
Sciences

National Research Council (2000)

R2O, Valley of Death, and The Funnel  



UFS stages and gates
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• Initial baseline requirements with operations in mind (stages and gates)

• O2R!  - R needs to better understand and appreciate O

• Objective evaluation process to transition though gates

• UMAC: ONLY “evidence-based decisions”

• No playing favorites / not invented here 

• Verification / agreed-to evaluation metrics

• Parallel production environment (possibly many) and common workflow

• Software engineers brought in at initial stages 

• EMC involved throughout the process (avoid forklift approach)

Formalizing the R2O “funnel”



Jacobs, N. A., 2021: Open Innovation and the Case for Community Model Development. Bull. Amer. Meteor. Soc., 102(10), 2002-22.

Formalizing the R2O “funnel”
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UFS matrix and roles
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What’s in it for NOAA?

• Leveraging broad external expertise accelerates model development

• Streamlines the R2O process in a transparent and objective way

• Common code base and dependencies simplifies production suite

• Hardware-agnostic code commoditizes HPC and drives down costs

• Private investment is aligned with public mission

• Community model removes the “us versus them” public-private competition

• Community engagement doubles as training and recruitment

• Private sector advocacy for congressional support

• Better balance of risk burden



• Researchers can contribute to operational system

• Experiments can be apples-to-apples using production code

• Funding opportunities benefit research, education, and public at same time

• Community offers collective support for getting up and running

• Open source, hardware-agnostic code is user friendly and inexpensive to run

• Cloud HPC is a cost-effective way to handle fluctuating demand 

• Basic research (NSF) and applied research (NOAA/industry) use same code base 

• Multiple entry points into the development process for different interest areas

• Foreign nationals can now work on production code

• UFS doubles as both a research tool and teaching tool

What’s in it for academia?



What’s in it for industry?

• Better forecast means better products and services

• Open source, hardware-agnostic code is user friendly and cheap to run

• Creates more opportunity for customized NWP B2B solutions

• Government investment spurs innovation consistent with market direction

• Better forecasts mean greater cost avoidance

• Competition drives down costs of compute

• Enables rapid innovation

• Indirect economic benefits go well beyond Weather Enterprise
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Overview of NWS/OSTI Modeling Program 
and the UFS-R2O Project

Jamese Sims, Ph.D., Director, National Weather Service (NWS) Office 
of Science and Technology Integration (OSTI) Modeling Program



 

ncdc.noaa.gov/billions

http://www.ncdc.noaa.gov/billions


Programs

Projects

● Support NWS modeling and research initiatives to accelerate operational model development and 
improve forecast accuracy 

● Foster collaboration among NOAA research scientists, federal labs, operational forecasters and the 
academic community OSTI Modeling 

Program

Modeling programs and projects

https://vlab.noaa.gov/web/osti-modeling/home
https://vlab.noaa.gov/web/osti-modeling/home


Deliver world’s best modeling capabilities through development 
and integration of science and technology improvements for a 

Weather-Ready Nation

Research to Operations 

Basic Research                Applied R&D              Operational Deployment 

OSTI Modeling Program – What we do



Research to Operations 

Basic Research                Applied R&D              Operational Deployment 

NCEP Centers, NWS Regional Offices whose 
mission is to issue accurate and timely 
forecasts on a variety of weather, water and 
climate events

Priorities - Meeting Operational 
considerations, implementation schedule, 
Forecast accuracy, Forecasters and user needs

Cutting-edge research is being 
conducted by NOAA and 
non-NOAA labs and university 
partners

Research Operations

“Valley of Death”- 
Strengthening R2O bridge and making the 

transition pathways quicker and more 
efficient is key 

Ensuring innovations are in pipeline for implementation

OSTI Modeling Program – What we do



UFS-R2O Project: Accelerating a pathway for community 
innovations into operational weather and climate modeling 
systems  

• The UFS R2O Project began in 2020 as a NOAA-supported UFS community 
project, jointly supported by NOAA Operations (NWS) and Research 
(OAR), to develop three major UFS forecast application systems targeted 
for operational implementation.

• Unification and modernization of NWS operational models is a major 
effort underway at the NWS

• A community-based, modeling system, to support the Weather Enterprise 
is the future of operational models at NWS

• Collaborative efforts with research community, open development, and 
documented, community codes will be key 

• Currently this effort is active through UFS-R2O Project

UFS – Research-to-Operations Project (UFS-R2O)

https://vlab.noaa.gov/web/ufs-r2o
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NOAA program focus areas



Key UFS-R2O Priorities
● Reduce near-surface biases 
● Implement a coupled ensemble prediction 

system
● Advance initialization through improved use of 

observations and advances in data assimilation 
algorithms

● Develop a unified regional system and retire 
legacy regional systems

Key Investment Areas for UFS-R2O
● Model Infrastructure (Physics, Coupling, and 

Verification)
● Coupled system
● Data Assimilation, Observations, and Reanalysis
● RRFS & Code Retirement
● Physics parameterization

RRFS

DA & 

Re-analysis

Co
up

lin
g Infrastr

Physics

Aligning UFS-R2O priorities to investment areas



➢ Provide scope, priorities and guidance for UFS-R2O Project FY23-25
➢ Align project priorities with operational forecaster needs
➢ Continue engagement with the UFS Steering Committee, EPIC program, and 

the NOAA Modeling board
➢ Develop and finalize strategic resource plan for compute resources need
➢ Invite additional sponsors and programs
➢ Invite additional collaborators
➢ Incorporate new applications such as Seasonal, Coastal, and space weather 

applications

UFS-R2O future programmatic goals



Infrastructure, V&V and Post-processing 

Data 
Assimilation

High Performance 
Computing 

Emerging Technologies - 
Cloud computing, AI/ML

Unifying Innovations in Forecasting Capabilities



Partnering with the Community for 
the Benefit of the Nation

How the Earth Prediction Innovation Center (EPIC) will accelerate NOAA’s 
community modeling efforts & the Unified Forecast System (UFS)

Maoyi Huang, Ph.D., EPIC Program Manager, NOAA/OAR/Weather Program Office



EPIC

 What EPIC is….
● A virtual community model 

development environment
● Management of cloud- ready code
● Community access to NOAA 

observations, data & tools
● Community support & engagement
● Clear research & model transition to 

operations priorities
● Expected expansion to other 

additional model components
● EPIC: focus on the Unified Forecast 

System (UFS)

Vision: Enable the most accurate 
and reliable operational 
numerical forecast model in the 
world.

Mission: To be the catalyst for 
community research and 
modeling system advances that 
continually inform and accelerate 
advances in our nation’s 
operational forecast modeling 
systems.

Community
Engagement

Cloud Use

EPIC - Partnering with the community for the benefit of the nation
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1. External Engagement and 

community 

2. Software engineering 

3. Software infrastructure 

4. User support services 

5. Cloud-based high 

performance computing 

6. Scientific innovation 

7. Management and planning 

EPIC’s Seven Investment Areas 
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  Timeline and Accomplishments



Near- and long-term EPIC Contract outcomes  



○ Web presence. The EPIC Community Center 
(ECC) portal provides engagement 
opportunities via centralized access to UFS code 
repositories integrated with CI/CD pipelines, 
EPIC content (e.g. tutorials, social media, 
events), dashboards showing UFS build and test 
results

○ Multi-Platform Portability. Platform-agnostic 
versions of the UFS on Cloud and on-prem 
HPCs.

○ Advanced User Support. Documentation, 
tutorials, and forums with dedicated user 
support via a help desk, providing opportunities 
for co-development and community innovation.

Uccellini et al., in review for BAMS

EPIC Community Center



Scientific Innovation  
● FV3 Medium Range - S2S Prediction at 

convective Scales
● UFS R2O MER/S2S DA R&R
● Advances in  physics/microphysics 

parameterization for UFS/Hurricane 
models 

● Coupled Ensemble Prediction and Data 
Assimilation (DA)  for UFS

● Community Radiative Transfer Model for 
UFS

● Land DA for UFS
● Convection Allowing Model Ensembles for 

short and longer time scales and Multi-grid 
Background error covariance model 
enhancements

● Process-level parameterizations of model 
uncertainty in the GFS/GEFS ensemble 
system

● Improving boundary layer 
parameterization and cloud systems at all 
scales

Management & Planning

● EPIC Program Office
● JCSDA Directors Office 
● Lapenta Interns

External Engagement & Community 

● EPIC Community Workshop
● UFS Workflow Workshop
● UFS Community Modeling Support

○ UFS  Weather Model code 
base/applications

○ CICE
○ Stochastic Physics
○ ESMF

● JCSDA core-funding for DA 
observations, DA Algorithms - Joint 
Efforts in Data Assimilation 
Integration (JEDI), Coupled DA, JEDI 
framework, Sea-Ice Ocean and 
Coupled Assimilation

● 2020 International Symposium on 
Data Assimilation

Cloud-based High Performance 
Computing 

● EPIC Program supports OAR 
Cloud Tiger Team

● OAR OCIO Cloud Utility 
Contract

● Developed OAR Cloud 
Strategy Document

Projects supported by EPIC Program 2019-2022



Thank You!!!


