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Journey from well developed research into 
operations



Aim of this talk
● To provide a roadmap on how well developed innovations get (or do not get) 

into operations
● To enumerate the things that have to be taken into consideration during this 

process
● To engage the community in discussions on improving the process and 

nudging closer to the concept of a DevOps future

CAVEAT : This talk focuses only on modeling systems that run on the Central 
operational HPC Platform WCOSS



What is the Starting Point? 
● The innovation is already in the main trunk of the authoritative repository that 

feeds operational implementations. This ensures
○ Codes have gone through a review process
○ Meet specified standards that have been developed over multiple implementations
○ Have gone through some level of testing to ensure they do not break existing capabilities (at least 

technically)

● The innovation should be a proven proof of concept that has been tested in near 
real time environments. In NOAA parlance this is RL (Readiness Level) 7 or higher
RL 7 : Prototype system, process, product, service or tool demonstrated in an operational or other relevant 
environment (functionality demonstrated in near-real world environment; subsystem components fully integrated 
into system

● The implementation organization agrees this is a potential candidate for transition 
to operations



Why is Testing such a long drawn out process?



Stage 1 : Getting Ready (18-12 months prior to 
implementation)

● A preliminary modeling system for transition to operations is identified
● Identified a project quad chart (for project planning) with Project Manager(s) 

identified and notional time lines
● A project charter is created and shared with NCEP Central Operations (NCO)

○ Identifies the current state of the modeling system
○ Broadly indicates the updates that are being planned with resource needs
○ Has a detailed test plan and identifies the stakeholders that will be involved in the testing

● If a brand new modeling system get approval from Mission Delivery Council
● Identify resource needs (compute and storage) for testing, as well as what will be 

needed to run in operations
● Get approvals for resources from HPCRAC
● Begin coordination on any SBN/AWIPS changes
● Create a release or implementation branch



Stage 2 : Coordination with NCO (9 months prior 
to implementation)

● Kick off meeting with NCO to go over implementation details
○ resource needs, product changes, timing changes, downstream dependencies, schedule etc

● Review Bugzilla items and develop a plan for addressing
○ Reporting mechanism used by NCO to identify issues in Production Suite
○ Database of issues that need not be addressed immediately but should be addressed in future 

implementations 

● Provide NCO Data Flow with a list of product changes
● Issue a  Public Notification Statement (PNS) at NWS notifications 

○ A statement issued by NWS that lists planned upcoming changes
○ Is issued 75 - 90 days before an implementation 
○ Gives the community a chance to prepare for change and provide feedback

● Documented plan for downstream testing

https://www.weather.gov/notification


Data flow is a critical consideration



Stage 3: Final Testing (6 months prior to 
implementation)

● Frozen code with finalized list of science changes
● Any planned retrospective model runs carried out
● Real time parallel in “almost” production environment 
● Review of modeling system using implementation standards
● Formal evaluation by Stakeholders

○ In EMC the Model Evaluation Group (MEG) takes a prominent role here
○ Evaluation is key because it provides the basis for an implementation going ahead or not

● Coordinate product delivery times with NCO
○ Any changes in product delivery times greater than 5 minutes needs a formal approval from 

NCEP Director

● Formal approval from NCEP Director to proceed with implementation



Stage 4 : Transition to NCO (3 months prior to 
implementation)

● Final release notes and release tag provided to NCO
● NCO builds system in production environment
● NCO undertakes IT and dissemination testing
● NCO confirms product delivery timings are as expected
● A Schedule Change Notice (SCN) is issued to NWS notifications

○ An SCN is a notice of “actual” changes associated with the implementation
○ It is issued 30 days prior to implementation

● NCO starts 30 day IT test
○ This is a final test in real time in production parallel environment
○ All aspects of the upgrade suite are tested including providing output data for evaluation
○ Any failures lead to a reset of the clock

● Final approval from NCEP Director at the end of IT test
● Implementation!!



Project Management
● An implementation has many moving parts and requires significant 

coordination that it requires a Project Management approach
● Each implementation has a Project Lead identified
● Project Lead is responsible for building a plan and shepherding the system 

from Stage 1 through implementation
● Project and implementation standards checklists have been created to guide 

the Project Lead
● It is the Project Lead’s responsibility to track risks and regularly brief 

management



Example of a Project Quad



Example of a Project Checklist



Example of an Implementation checklist



Moving to a DevOps paradigm ?
● A DevOps environment will have 

Dev Org and Operations working 
closely together in latter stages

● What will this entail ?
○ Both orgs repeatedly interacting through 

the same code base
○ No linear handoff
○ Development Parallels running in 

operations like environments

● Can we afford whole scale real time 
development parallels where 
downstream dependencies are 
automatically tested ?
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Final Thoughts
● An operational implementation is not just about creating new science

○ Can the modeling system fit in the production environment ?
○ Are the forecast products reaching the community in time ?
○ Is the system reliable ?

● An end to end operational forecasting system is not just about the HPC platform
○ Data storage and archiving
○ Pipes for data flow

● Running an operational model is not free
○ Bigger the operational suite, bigger the costs
○ Modeling system takes up valuable compute, data flow and storage resources
○ All active production suites are monitored in real time 24/7
○ Cost to transitioning modeling systems to new platforms

● Removing obsolete modeling systems from production as (if not more) important as 
introducing new implementations

● Moving to a DevOps paradigm can speed up implementations, but requires significant 
resources


